
Maximal Entropy Random Walk  
the most random of random walks   
(maximizing entropy production) 

 

RW for minimal information about a system 
in agreement with the maximal uncertainty principle. 

strong localization property, scale-free, nonlocal 
 

Some applications: 
- maximizing informational capacity of channel under some constraints 

(data storage/transmission, maybe linguistics (?)), 
- corrections to diffusion models to get agreement with quantum 

predictions (diffusion, conductance, molecular dynamics), 
- metrics for complex networks (e.g. centrality measure, saliency 

regions, PageRank, SimRank, community detection) 

 
Jarosław Duda, Kraków, 24.11.2014 



We need 𝒏 bits of information to choose one of 𝟐𝒏 possibilities. 
 

For length 𝑛  0/1 sequences with 𝑝𝑛 of “1”, how many bits we need to choose one? 
  

 
  

A sequence of symbols with (𝑝𝑠)𝑠=0..𝑚−1  probability distribution 
contains asymptotically 𝑯 = ∑ 𝒑𝒔 𝐥𝐠(𝟏/𝒑𝒔)𝒔   bits/symbol (𝐻 ≤ lg(𝑚)) 

 

 

Seen as weighted average: 
symbol/event of probability 𝒑 contains 𝐥𝐠(𝟏/𝒑) bits. 

  



Fibonacci coding – as a bit sequence with constraints: no two neighboring ‘1’s 
e.g. 0010101000010101001001 – each sequence should be equally probable 
What about statistics of a single step? 

 

𝑀 = (
1 1
1 0

)           𝑆 = (
𝑞 1 − 𝑞
1 0

)            𝑞 = ?   

 

What 𝒒 should we choose to maximize informational capacity? 

Stationary probability:  𝜋 = (Pr(0) , Pr(1))𝑇                 
 𝜋𝑆 = 𝜋 

𝜋 = (
1

2−𝑞
, 1 −

1

2−𝑞
)  

  

Entropy – informational content: 

𝐻 = ∑ 𝜋𝑖

𝑖

∑ 𝑆𝑖𝑗 lg(1/𝑆𝑖𝑗) =

𝑗

𝜋0 ⋅ ℎ(𝑞) 

 

𝐻𝑚𝑎𝑥 ≈ 0.694241913 bits/node      

for      𝑞 =
(√5−1)

2
≈ 0.618034  





My original MERW motivation: maximizing capacity under constraints 
for 2D analogue of Fibonacci coding (“hard square”: no two neighboring ‘1’s) 

We get 𝑯 ≈ 𝟎. 𝟓𝟖𝟕𝟖𝟗 bits/node 
 

Some application: 
use magnetic dots (twice) more densely, 

at cost of constraints – two dots cannot overlap. 
2 ⋅ 0.58789 ≈ 1. 𝟏𝟕𝟔 

We get 17.6% capacity increase due to better positioning! 
(e.g. using 1D MERW on the space of possible succeeding lines) 

 
We need to find MERW for general situation: 

 

   Graph  (𝑀)                stochastic matrix (𝑆)                  stationary probability (𝜋) 

   𝑀𝑎𝑏 ∈ {0,1}          0 ≤ 𝑆𝑎𝑏 ≤ 𝑀𝑎𝑏  , ∀𝑎 ∑ 𝑆𝑎𝑏 = 1𝑏                   ∑ 𝜋𝑎𝑆𝑎𝑏 = 𝜋𝑏𝑎    

 

Average entropy production per step:  ∑ 𝜋𝑎 ∑ 𝑆𝑎𝑏lg (1/𝑆𝑎𝑏)𝑏𝑎  
 

What 𝑺 should we choose? Such that each path/code is equally probable! 
 

Can language be seen this way –  
as maximizing channel capacity under some constraints (redundancy)? 




   Graph  (𝑀)                stochastic matrix (𝑆)                  stationary probability (𝜋) 

   𝑀𝑎𝑏 ∈ {0,1}          0 ≤ 𝑆𝑎𝑏 ≤ 𝑀𝑎𝑏  , ∀𝑎 ∑ 𝑆𝑎𝑏 = 1𝑏                   ∑ 𝜋𝑎𝑆𝑎𝑏 = 𝜋𝑏𝑎  

Average entropy production per step:  ∑ 𝜋𝑎 ∑ 𝑆𝑎𝑏lg (1/𝑆𝑎𝑏)𝑏𝑎  
 

GRW and MERW are equal on regular graphs, but e.g. on defected 2D lattice: 
 

 
 

GRW assumes we know exactly the used probabilistic algorithm,  has characteristic length 
MERW assumes only there are no hidden local probabilistic rules,  is scale-free limit of GRW  



MERW as scale-free limit of GRW    𝑆𝑎𝑏
𝐺𝑅𝑊𝑘 ∝ 𝑀𝑎𝑏 ∑ (𝑀𝑘−1)𝑏𝑐𝑐  

GRW: each outgoing edge is equally probable(𝑘 = 1)      
    

  GRW𝑘 – each outgoing length 𝑘 

path is equally probable. 
 

        In the limit, the number 
    of paths starting with 𝑎 → 𝑏 
    is proportional to  
    coordinate (𝜓𝑏) of the 

    dominant eigenvector of 𝑀 : 
         

                    𝑀𝜓 = 𝜆𝜓 
 

 

Frobenius-Perron theorem for connected graph: real, nondegenerated  𝜆 > 0 ,  ∀𝑎 𝜓𝑎 > 0  
 

Normalization for vertex 𝑎:   ∑ 𝑀𝑎𝑏𝜓𝑏 = (𝑀𝜓)𝑎 = 𝜆𝜓𝑎𝑏  
 

Finally: while being in 𝑎, probability of jumping to 𝑏 is:       
(symmetric 𝑀:) 

For which stationary probability distribution (𝜋𝑆 = 𝜋) is 𝜋𝑎 ∝ 𝜓𝑎
2 

 

(𝜋𝑆)𝑏 = ∑ 𝜓𝑎
2 ⋅

𝑀𝑎𝑏

𝜆𝑎
𝜓𝑏

𝜓𝑎
= ∑ 𝜓𝑎𝑀𝑎𝑏 ⋅

𝜓𝑏

𝜆𝑎 = 𝜆𝜓𝑏
𝜓𝑏

𝜆
= 𝜓𝑏

2 = 𝜋𝑏       (𝑆𝑘)𝑎𝑏 =
(𝑀𝑘)

𝑎𝑏

𝜆𝑘

𝜓𝑏

𝜓𝑎
  



Renormalization (being scale-free) 
 

We can change not only time scale, but also spatial 
 

((𝑆MERW(𝑀))
𝑙
)

𝑖𝑗
= ∑

𝑀𝑖𝛾1

𝜆

𝜓𝛾1

𝜓𝑖
⋅

𝑀𝛾1𝛾2

𝜆

𝜓𝛾2

𝜓𝛾1

⋅ … ⋅
𝑀𝛾𝑘−1𝛾𝑘

𝜆

𝜓𝑗

𝜓𝛾𝑘−1𝛾1,…,𝛾𝑘−1

=
(𝑀𝑙)𝑖𝑗

𝜆𝑘

𝜓𝛾𝑘

𝜓𝛾0

= (𝑆MERW(𝑀𝑙))
𝑖𝑗

 

 
Usually not true for GRW 

 

 
  



Approximating MERW for short range knowledge (𝑮𝑹𝑾𝒌) 
Sinatra, R., Gomez-Gardenes, J., Lambiotte, R., Nicosia, V. & Latora, V. Maximal-entropy random 
walks in complex networks with limited information, Phys. Rev. E 83, 030103 (2011) 
 
           𝐺𝑅𝑊     𝐺𝑅𝑊2      𝐺𝑅𝑊3   𝑀𝐸𝑅𝑊 

 
 

ℎ → ℎ𝑚𝑎𝑥 but the behavior can be qualitatively different  



GRW: stationary probability ∝ 𝑑𝑖 = ∑ 𝑀𝑖𝑗𝑗  
 

MERW: stationary probability  ∝ 𝜓2   where   𝑀𝜓 = 𝜆𝜓      for largest  𝜆     
 

 

Defected       (𝜆𝜓)𝑥 = (𝑀𝜓)𝑥 = 𝜓𝑥−1 + (1 − 𝑉𝑥)𝜓𝑥 + 𝜓𝑥+1          /−3𝜓𝑥         /∙ −1   
 

1D lattice     𝐸𝜓𝑥 = −(𝜓𝑥−1 − 2𝜓𝑥 + 𝜓𝑥+1) + 𝑉𝑥𝜓𝑥       for smallest   𝐸 = 3 − 𝜆 
 

Nonlocal – depends on the whole graph! 
 

    
 



  (diffusion)  A basic question for many complex systems: 

what stationary probability density should we expect? 
For example for electrons “hopping” between atoms in a lattice  

 

two answers (should agree in applicability intersection): 
 

Quantum mechanics: Diffusion: 
Define energy density for given system: 

Hamiltonian (�̂�), 

find its dominant 
eigenvector/eigenfunction (𝜓): 

 

�̂�𝜓 = 𝜆𝜓,       𝜌 = |𝜓|2 

 
 

Strong localization property  
(e.g. Anderson’s) 

Choose transition probabilities – 

- stochastic matrix/operator (�̂�) , 

and ask for its stationary density: 
dominant eigenvector/eigenfunction 
 

𝜌�̂� = 𝜌 
 

Usually weak localization property 

 

“Stochastic” questions available  
for macroscopic situations: 
(Heisenberg uncertainty 
influence microscopic ones)  



Idealized situation: defected lattice (cyclic boundary conditions) → 
 

“Natural” stochastic choice (“drunken sailor”):  
Each outgoing edge is equally probable (GenericRW) 
 

Bose-Hubbard Hamiltonian (→ 𝐒𝐜𝐡𝐫ö𝐝𝐢𝐧𝐠𝐞𝐫) for single particle: 

�̂� = −𝑡 ∑ (�̂�𝑗
+�̂�𝑖 + �̂�𝑖

+�̂�𝑗)(𝑖,𝑗)∈ℰ = −𝑡 ⋅ ”adjacency matrix” 
 

 
 

Discrepancy source: GRW only approximates maximal uncertainty principle



 
Stochastic picture – the evolution is indeed succeeding random decisions, accordingly to 
chosen by us transition probabilities – locally maximizing entropy, no localization property 

Ergodic picture – evolution is usually fully determined, but because of chaotic behavior 
we introduce densities by averaging over single trajectory (thermodynamical fluctuations?) 
 

Thermodynamical picture: system too complicated - use maximal uncertainty 

principle/canonical ensemble to predict the most probable behavior only.  
– transition probabilities calculated from canonical ensemble among possible 
trajectories going through given point – fully optimizing entropy (free energy),  
– object doesn’t directly use these probabilities (nonlocal - depend on the whole space), 
but just somehow chooses a trajectory (not imposing any local probabilistic rules!) 
Only we use the found probabilities to estimate the probability density of its position, 
– stationary density has strong localization property – to thermal equilibrium predicted 
by quantum mechanics – ground state density of corresponding Hamiltonian. 



MERW evolution: 
 

First “stochastic shift” toward near (overlapping) eigenvectors (sub-diffusion),  
then “deexcitate” toward nearer ground state (super-diffusion) 

 

 
 

Eigenvectors |𝜓𝑘| : 
 

  



 
 

GRW: assume some concrete transition probabilities 
MERW: assume there is no base to assume  

anything concrete about transition probabilities 



Add potential to emphasize some scenarios: Boltzmann distribution 
maximizes entropy while fixed sum of energies (minimizes free energy) 

 

max
(𝑝𝑖):∑ 𝑝𝑖=1𝑖

(∑ 𝑝𝑖 ln(1/𝑝𝑖) − ∑ 𝑝𝑖𝐸𝑖𝑖𝑖 ) = ln(∑ 𝑒−𝐸𝑖
𝑖 )       for        𝑝𝑖 ∝ 𝑒−𝐸𝑖 

 

 
 
 
 
 
 
 
 
 

 
 
 
 
 

energy of path (𝛾𝑡𝛾𝑡+1 … 𝛾𝑠)  is  𝑉𝛾𝑡𝛾𝑡+1
+ ⋯ + 𝑉𝛾𝑠−1𝛾𝑠

 



Boltzmann distribution among paths – use matrix:     𝑀𝑖𝑗 = 𝐴𝑖𝑗𝑒−𝛽𝑉𝑖𝑗    

𝑆𝛾0𝛾1
𝑆𝛾1𝛾2

…  𝑆𝛾𝑙−1𝛾𝑙
=

𝑀𝛾0𝛾1
… 𝑀𝛾𝑙−1𝛾𝑙

𝜆𝑙

𝜓𝛾𝑙

𝜓𝛾0

=
𝑒

−𝛽(𝑉𝛾0𝛾1+𝑉𝛾1𝛾2+..+𝑉𝛾𝑙−1𝛾𝑙
)

𝜆𝑙

𝜓𝛾𝑙

𝜓𝛾0

 

 

 

Eigenequation for 1D lattice: 𝜖 – time step, 𝛿 – lattice constant 

𝜆𝜖𝜓𝑖 = (𝑀𝜖𝜓)𝑖 = 𝑒−𝛽𝜖
𝑉𝑖−1+𝑉𝑖

2 𝜓𝑖−1 + 𝑒−𝛽𝜖𝑉𝑖𝜓𝑖 + 𝑒−𝛽𝜖
𝑉𝑖+𝑉𝑖+1

2 𝜓𝑖+1 
 

 

𝜆𝜖𝜓𝑖 ≈ 𝜓𝑖−1 + 𝜓𝑖 + 𝜓𝑖+1 − 𝜖𝛽 (
𝑉𝑖−1 + 𝑉𝑖

2
𝜓𝑖−1 + 𝑉𝑖𝜓𝑖 +

𝑉𝑖 + 𝑉𝑖+1

2
𝜓𝑖+1 ) 

 

 

𝜆𝜖𝜓𝑖 ≈ 𝜓𝑖−1 + 𝜓𝑖 + 𝜓𝑖+1 − 3𝜖𝛽𝑉𝑖𝜓𝑖                  /−3𝜓𝑖                /∙
−1

3𝛽𝜖
          

3 − 𝜆𝜖

3𝛽𝜖
𝜓𝑖 ≈ −

1

3𝛽

𝜓𝑖−1 − 2𝜓𝑖 + 𝜓𝑖+1

𝜖
+ 𝑉𝑖𝜓𝑖 

    𝜖 → 0 

     𝜖 =
𝛿2

3𝛼
  ,      𝐸𝜖 =

3−𝜆𝜖

3𝛽𝜖
                               𝐸𝛹 = (−

𝛼

𝛽
Δ + 𝑉) 𝛹       

 

Going to normalized  𝛹2(𝑥) stationary probability density for the lowest possible 𝐸 

Propagator:       𝑆𝑡(𝑥, 𝑦) =
〈𝑥|𝑒−𝑡𝛽�̂�|𝑦〉

𝑒−𝑡𝛽𝐸0

Ψ0(𝑦)

Ψ0(𝑥)
=

∑ 𝑒−𝑡𝛽𝐸𝑖𝑖 〈𝑥|Ψ𝑖〉〈Ψ𝑖|𝑦〉

𝑒−𝑡𝛽𝐸0

Ψ0(𝑦)

Ψ0(𝑥)
 



Time dependence – e.g. potential can vary with time:  𝑀𝑖𝑗
𝑡 = 𝐴𝑖𝑗𝑒−𝛽𝑉𝑖𝑗

𝑡

 

 energy of path (𝛾𝑡𝛾𝑡+1 … 𝛾𝑠)  is  𝑉𝛾𝑡𝛾𝑡+1
𝑡 + ⋯ + 𝑉𝛾𝑠−1𝛾𝑠

𝑠−1      where  𝑉𝑖𝑗
𝑡 ≡ 𝑉𝑖𝑗(𝑡) 

 
Generalized dominant eigenvectors: density on the end of past and future ensembles 
 

𝜑𝑗
𝑡 ≔ lim

𝑙→∞

∑ (𝑀𝑡−𝑙𝑀𝑡−𝑙+1…𝑀𝑡−1)
𝑖𝑗𝑖

�̃�𝑡(𝑙)
               𝜓𝑖

𝑡 ≔ lim
𝑙→∞

∑ (𝑀𝑡𝑀𝑡+1…𝑀𝑡+𝑙−1)
𝑖𝑗𝑗

𝑁𝑡(𝑙)
       (≥ 0) 

 

((𝜑𝑡)𝑇𝑀𝑡)𝑗 = lim
𝑙→∞

∑ (𝑀𝑡−𝑙𝑀𝑡−𝑙+1…𝑀𝑡)
𝑖𝑗𝑖

�̃�𝑡(𝑙)
= 𝜆�̃�𝜑𝑗

𝑡+1        where       �̃�𝑡 = lim
𝑙→∞

�̃�𝑡+1(𝑙+1)

�̃�𝑡(𝑙)
 

 

(𝑀𝑡𝜓𝑡+1)𝑖 = lim
𝑙→∞

∑ (𝑀𝑡𝑀𝑡+1…𝑀𝑡+𝑙)
𝑖𝑗𝑖

�̃�𝑡+1(𝑙)
= 𝜆𝑡𝜓𝑖

𝑡         where        𝜆𝑡 = lim
𝑙→∞

𝑁𝑡(𝑙+1)

𝑁𝑡+1(𝑙)
 

 

Stationary probability: 𝑝𝑖
𝑡 = 𝜑𝑖

𝑡𝜓𝑖
𝑡              propagator          𝑆𝑖𝑗 =

𝑀𝑖𝑗
𝑡

𝜆𝑡

𝜓𝑗
𝑡+1

𝜓𝑗
𝑡  

(𝑆𝑡𝑠)𝑖𝑗 ≔ (𝑆𝑡𝑆𝑡+1 … 𝑆𝑠−1)𝑖𝑗 =
(𝑀𝑡𝑀𝑡+1 … 𝑀𝑠−1)𝑖𝑗

𝜆𝑡𝜆𝑡+1 … 𝜆𝑠−1

𝜓𝑗
𝑠

𝜓𝑖
𝑡  

 

Conserved probability?        (𝜑𝑡)𝑇𝜓𝑡 = (𝜑𝑡)𝑇 𝑀𝑡𝜓𝑡+1

𝜆𝑡 = (𝜑𝑡)𝑇𝑀𝑡 𝜓𝑡+1

𝜆𝑡 =
�̃�𝑡

𝜆𝑡
(𝜑𝑡+1)𝑇𝜓𝑡+1 

Continuity equation ⟺  𝜆 = �̃�               (exact values only balance between 𝜑 and  𝜓) 
 

Final evolution equation:          𝜆𝑡𝜑𝑡+1 = (𝑀𝑡)𝑇𝜑𝑡                       𝑀𝑡𝜓𝑡+1 = 𝜆𝑡𝜓𝑡              



Adiabatic approximation: If 𝑉 is locally constant, 𝜑 and  𝜓 are approximately 

right and left dominant eigenvectors of 𝑀 … but generally: 

 

 
 

Boltzmann distribution among paths is time-symmetric 
 

It is effective model: only represents our knowledge 
We know about the change – that later particle should be in the well,  

so earlier it should be nearby 



Now for 1D lattice there appears additional time derivative: 

𝜆𝜖
𝑡 𝜓𝑥

𝑡 = (𝑀𝑡𝜓𝑡+1)𝑥 ≈ 𝜓𝑥−1
𝑡+1 + 𝜓𝑥

𝑡+1 + 𝜓𝑥+1
𝑡+1 − 3𝜖𝛽𝑉𝑥

𝑡𝜓𝑥
𝑡           /−3𝜓𝑥

𝑡+1      /∙
−1

3𝜖𝛽
  

1

𝛽
 
𝜓𝑥

𝑡+1−𝜓𝑥
𝑡

𝜖
− 𝐸𝜖

𝑡𝜓𝑥
𝑡 ≈ −

1

3𝛽

𝜓𝑥−1
𝑡+1 −2𝜓𝑥

𝑡+1+𝜓𝑥+1
𝑡+1

𝜖
+ 𝑉𝑥

𝑡𝜓𝑥
𝑡           for          𝐸𝜖

𝑡 ≔
3−𝜆𝜖

𝑡

3𝜖𝛽
 

Finally choosing 𝜖 =
𝛿2

3𝛼
   in infintesimal limit we get evolution equations: 

 

𝑑

𝑑𝑡
Φ = 𝛽(𝐸 − �̂�)Φ           

𝑑

𝑑𝑡
Ψ = 𝛽(�̂� − 𝐸)Ψ         for          �̂� = −

𝛼

𝛽
Δ + 𝑉 

Φ should evolve forward in time (to be stable), Ψ backward 

In adiabatic approximation Φ ≈ Ψ   for   𝐸(𝑡) = 〈Φ(𝑡)|�̂�(𝑡)Ψ(𝑡)〉 
 

 

𝑑

𝑑𝑡
(ΦΨ) = β (((𝐸 − �̂�)Φ) Ψ + Φ(�̂� − 𝐸)Ψ) = 𝛼((ΔΦ)Ψ − Φ(ΔΨ)) = 𝛼∇ ⋅ ((∇Φ)Ψ − Φ(∇Ψ)) 

 

Continuity equation:    
𝑑

𝑑𝑡
𝜌 = −∇ ⋅ 𝐽     for      𝐽 = 𝛼(Φ∇Ψ − Ψ∇Φ)            

Quantum (𝜓 ∈ ℂ) :  𝑗 =
ℏ

2𝑚𝑖
(�̅�∇𝜓 − 𝜓∇�̅�)     substituting      𝜓 =

𝑒𝑖𝛾

√2
(Φ + 𝑖Ψ)  

𝑗 =
ℏ𝑒𝑖𝛾𝑒−𝑖𝛾

4𝑚𝑖
((Φ − 𝑖Ψ)∇(Φ + 𝑖Ψ) − (Φ + 𝑖Ψ)∇(Φ − 𝑖Ψ)) =

ℏ

2𝑚
(Φ∇Ψ − Ψ∇Φ)  

Suggesting to choose         𝛼 =
ℏ

2𝑚
              𝛽 =

2𝑚

ℏ2 𝛼 =
1

ℏ
 



𝑑

𝑑𝑡
〈Φ|�̂�Ψ〉 = 𝛽〈Φ|(𝐸 − �̂�)�̂�Ψ〉 + 〈Φ|

𝜕�̂�

𝜕𝑡
Ψ〉 + 𝛽〈Φ|�̂�(�̂� − 𝐸)Ψ〉 

 

Ehrenfest equation:   〈�̂�〉 = 〈
𝜕�̂�

𝜕𝑡
〉 + 𝛽〈[�̂�, �̂�]〉 

 

[�̂�, �̂�] = 2
𝛼

𝛽
∇        ⇒        

d〈�̂�〉

dt
= 〈2α∇〉 =

〈�̂�〉

m
            for         �̂� = 2𝛼∇= ℏ∇ 

Now [�̂�, �̂�] = [ℏ∇, 𝑉] = ℏ∇𝑉    ⇒     
𝑑

𝑑𝑡
〈�̂�〉 = 𝛽〈ℏ∇𝑉〉 = 〈∇𝑉〉 = ∫ 𝜌(𝑥)∇𝑉(𝑥)𝑑𝑥 

Getting opposite than expected:   𝑚
𝑑2

𝑑𝑡2 〈�̂�〉 = 〈∇𝑉〉 
 

 
 
 
  



In quantum mechanics 𝜓 is complex function 

 〈𝜓|𝜓〉 = const    because    〈𝜓| → 𝑒𝑖�̂�𝑡/ℏ〈𝜓|   while   |𝜓〉 → 𝑒−𝑖�̂�𝑡/ℏ|𝜓〉 
 

In MERW Φ and Ψ are real nonnegative functions 

 〈Φ|Ψ〉 =const    because    〈Φ| → 𝑒−𝛽𝑡(�̂�−𝐸)〈Φ|   while   |Ψ〉 → 𝑐𝛽𝑡(�̂�−𝐸)|Ψ〉 

 
This time momentum operator is not self-adjoined: 
 

�̂� = ℏ∇             �̂�† = −ℏ∇ 
 

�̂�2 also is not self-adjoined, so we have to use �̂�†�̂�  instead 
 

�̂� = −
ℏ2

2𝑚
Δ + 𝑉 =

�̂�†�̂�

2𝑚
+ 𝑉 

 
For adiabatic approximation (Φ = Ψ) we get Heisenberg principle analogue: 
 

0 ≤ 〈(�̂� + 𝜆�̂�)Ψ|(�̂� + 𝜆�̂�)Ψ〉 = 〈Ψ|(�̂� − 𝜆�̂�)(�̂� + 𝜆�̂�)Ψ〉 = 〈�̂�2〉 + 𝜆2〈�̂�†�̂�〉 − 𝜆ℏ 
 
 

Discriminant ≤ 0: 

√〈�̂�2〉√〈�̂�†�̂�〉 ≥
ℏ

2
 



Two particles – consider trajectory in the space of pair configurations 
 

 
Thermodynamical Pauli exclusion principle: 

repelling particles choose separate dynamical equilibrium states



Various number of particles:   vertex ≡ configuration 
For example adjacency matrix for fermions on length 4 segment graph 
 

 
 
|�̅�〉 - sum of all 𝑛! permutations 
 

�̂�|�̅�〉 = 𝑛|𝑛 − 1̅̅ ̅̅ ̅̅ ̅〉            �̂�†|𝑛 − 1̅̅ ̅̅ ̅̅ ̅〉 = |�̅�〉          �̂�†�̂�|�̅�〉 = 𝑛|�̅�〉           [�̂�, �̂�†] = 1 
 

Standard normalization:  |𝑛〉 = |�̅�〉/√𝑛!       
 

�̂�|𝑛〉 = √𝑛|𝑛 − 1〉             �̂�†|𝑛 − 1〉 = √𝑛|𝑛〉            (�̂�†)
𝑛

|0〉 =
1

√𝑛!
|𝑛〉 



Bose-Hubbard model – repulsing bosons on lattice 
 

�̂�𝐵𝐻 = −𝑡 ∑ �̂�𝑗
†�̂�𝑖

(𝑖,𝑗)∈ℰ

+
𝑈

2
∑ �̂�𝑖(�̂�𝑖 − 1)

𝑖∈𝒱

            … + ∑ 𝑉(𝑖)�̂�𝑖

𝑖∈𝒱

+ ∑ 𝑉𝐼(𝑖, 𝑗)�̂�𝑖�̂�𝑗

𝑖,𝑗∈𝒱

 

 
Accordingly to MERW: diagonal terms ≡ self-loops (“paying for staying”)  

 

 

�̂�𝑀𝐸𝑅𝑊 ∝ − ∑ �̂�𝑗
†�̂�𝑖

(𝑖,𝑗)∈ℰ

𝑒−𝜖𝛽𝑉(configuration before and after transition) ≈ 

≈ − ∑ �̂�𝑗
†�̂�𝑖

(𝑖,𝑗)∈ℰ

+ 𝜖𝛽𝑑 ∑ 𝑉(configuration after transition) �̂�𝑖
†�̂�𝑖

𝑖∈𝒱

 

 

Three 𝜖 order approximations used exactly as for lattices: 𝑒−𝜖𝛽𝑉 ≈ 1 − 𝜖𝛽𝑉,  
that for neighboring vertices, 𝑉 and coordinates of dominant eigenvector 

are nearly equal ( �̂�𝑖
†
�̂�𝑗 ≈  �̂�𝑖

†
�̂�𝑖). 

 

Both Hamiltonians are practically equivalent for single particle without potential 
and in continuous limit, but generally they only approximate each other. 
 

Another question: why only one particle can transit at once? 



Macroscopic soliton model – oil droplet maintaining shape due to surface tension 
 

Bouncing droplet on vertically vibrated bath is coupled to the surface 
waves it generates. Becomes a “walker” moving at constant velocity. 
 

Y. Couder and E. Fort, Single-Particle Diffraction and Interference at a 
Macroscopic Scale,  Phys. Rev. Lett. 97 (2006) 
 

A. Eddi, E. Fort,  F. Moisy, and Y. Couder, Unpredictable Tunneling of a 
Classical Wave-Particle Association, Phys. Rev. Lett. 102 (2009) 
 

E. Fort, A. Eddib, A. Boudaoudc, J. Moukhtarb, and Y. Couderb, Path-
memory induced quantization of classical orbits, PNAS vol. 107 (2010) 

  



Summary of diffusion part: If instead of guessing the stochastic 
propagator (assuming that the walker indeed uses these probabilities), 

we assume the maximal uncertainty principle (only we use these 
probabilities), the predictions are no longer in disagreement with QM. 

 
The main “quantum corrections to stochastic models”: 

localization, e.g. in semiconductor – where else it is essential? 
 

some further work: 
- improving mathematical formalism, 

- try to motivate, derive Levy parameters from deeper dynamics, 

- see 𝑆𝑡(𝑥, 𝑦) =
∑ 𝑒−𝑡𝛽𝐸𝑖𝑖 〈𝑥|Ψ𝑖〉〈Ψ𝑖|𝑦〉

𝑒−𝑡𝛽𝐸0

Ψ0(𝑦)

Ψ0(𝑥)
 propagator as  

“stochastic shift toward quantum eigenstate” of perturbed trajectories, 

- add velocity into consideration in analogy to Langevin equation, 
- add other internal degrees of freedom like direction of spin, 

- find deeper understanding of quantum mechanics, 
- find more quantum corrections to standard diffusion models. 

  



Using MERW properties (localization) for various applications 

JG Yu, J Zhao, J Tian, Y Tan, Maximal Entropy Random Walk for Region-Based Visual Saliency (IEEE, 2014) 
 

 



- divide picture into regions (8x8 blocks, 
“superpixels”) 

- create graph among regions using similarities 

as weights (𝑤𝑖𝑗 = exp (−𝑑(𝑟𝑖 , 𝑟𝑗)),  

- saliency map is the stationary probability 
distribution of GRW or MERW 

  



Centrality (graph theory, 
http://en.wikipedia.org/wiki/Centrality ): 

indicators which identify the most 

important vertices within a graph. 
 

Examples (for the same graph): 

A) Degree centrality  
(𝑒. 𝑔. 𝐶(𝑣) ∝ deg(𝑣)    −  GRW),  

B) Closeness centrality  

(𝑒. 𝑔. 𝐶(𝑣) ∝ ∑ 1/𝑑(𝑣, 𝑤))𝑤≠𝑣 ,  

C) Betweenness centrality  

(how many shortest paths go through 𝑣) 

D) Eigenvector centrality  (MERW-like),  

E) Katz centrality (e.g. PageRank), 

F) Alpha centrality. 

 

Drawing 2D diagrams for graphs:  

positions from two high eigenvectors  

(of 𝑀 or Laplacian: 𝐿 = diag(deg(𝑖)) − 𝑀 ) 

http://en.wikipedia.org/wiki/Centrality
http://en.wikipedia.org/wiki/Degree_centrality
http://en.wikipedia.org/wiki/Closeness_centrality
http://en.wikipedia.org/wiki/Betweenness_centrality
http://en.wikipedia.org/wiki/Eigenvector_centrality
http://en.wikipedia.org/wiki/Katz_centrality
http://en.wikipedia.org/wiki/Alpha_centrality


Delvenne, J.-C. & Libert, A.-S. Centrality measures and thermodynamic 
formalism for complex networks, Phys. Rev. E 83, 046117 (2011). 
 

(e.g. Google)  PageRank  (GRW) →   Entropy Rank   (MERW) 
(𝛼 = Pr(going to a random page), 𝐸 = 𝑒−𝑈0 weight out of the graph edges) 

 
- vertex 8 becomes more interesting than 6 (pointing to “good pages”), 

- cliques are swelling (localization) – problem with “link farms” … 



Experiments on “289 000 – node piece of the Stanford web (http://www.kamvar.org/)” 
 

PageRank 
 
 

High E FER 
(good for finding  

best pages) 

 

 
low H  FER 

 
 

low H  FER 
vertex with added 
100 vert. clique 

(“farm link”) 
200 000𝑡ℎ → 627𝑡ℎ 
(plateau → clique ?) 

http://www.kamvar.org/


Mean first-passage time (MFPT)   (e.g. for community finding) 
𝑀𝑖𝑗  – expected minimal time to reach vertex 𝑗 starting from 𝑖. 

Y. Lin, Z. Zhang, Mean first-passage time for maximal-entropy random walks in complex networks (Nature, 2014) 

 

Erdős–Rényi (ER): Pr(→ 𝑣𝑗) = const 

Barabási–Albert (BA): Pr(→ 𝑣𝑗) ∝ 𝑘𝑗 

(scale-free : 𝑃(𝑘)~𝑘−𝛾) 
 

1000 vertices 
 

J. Ochab, Maximal-entropy random walk unifies centrality measures (Phys. Rev. E, 2012) 



SimRank: measure how similar two vertices are 
 

G. Jeh and J. Widom. Simrank: a measure of structural-context similarity (KDD 2002) 
 

𝑠(𝑎, 𝑏) =
𝐶

|𝑁(𝑎)||𝑁(𝑏)|
∑ ∑ 𝑠(𝑥, 𝑦)𝑦∈𝑁(𝑏)𝑥∈𝑁(𝑎)               (1 𝑖𝑓 𝑎 = 𝑏, 0 𝑖𝑓 𝐼(𝑎) ∩ 𝐼(𝑏) = ∅) 

 

can be expressed by Expected−𝑓 Meeting Distance (EMD) of two walkers (𝑎, 𝑏) 
 

𝑠′(𝑎, 𝑏) = ∑ 𝑃[𝑡] 𝑓(𝑙(𝑡))𝑡:(𝑎,𝑏)⇝(𝑥,𝑥)         for   𝑓(𝑧) = 𝑧        or    𝑓(𝑧) = 𝐶𝑧 
 

𝑃[𝑡]   - GRW probability of path 𝑡 

  
Link prediction – which new interactions (links) are likely to occur? 

The more similar they are, the more likely they will link 
Li, R. H., Yu, J. X. & Liu, J. Link prediction: the power of maximal entropy random 

walk (ACM conference, 2011): 
 

Replace GRW with MERW in 𝑃[𝑡], getting  𝑆(𝑎, 𝑏) =
𝐶𝜓𝑎𝜓𝑏

𝜆2
∑ ∑

𝑆(𝑥,𝑦)

𝜓𝑥𝜓𝑦
𝑦∈𝑁(𝑏)𝑥∈𝑁(𝑎)     

 

Uniform probability distribution among paths (MERW) instead of edges 



27 link prediction methods (the higher the better), “ME” – maximal entropy  



MERW – the most random among random walks 
uniform distribution among paths, not edges (GRW) 

 

- As the choice of statistical parameters of an informational channel 
MERW allows to maximize channel capacity under some constraints 

(language?) 
 

- As random walk/diffusion (scale-free) 
GRW: the walker indeed performs succeeding random decisions 

MERW: only represents our (lack of) knowledge about a complex dynamics 
 

- For metrics to analyze complex network  
GRW sees only degrees of vertices 

MERW allows to evaluate importance in the space of possible paths 
 

- social/evolutionary entropy (Lloyd Demetrius): 
“thinking” in terms of paths (reason→result chains) of possibilities? 

 

GRW → MERW  
in many cases improves performance or agreement 


